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A B S T R A C T

This paper investigates how e-governance diffuses in population. Specifically, the cumulative and
peak adoption rates of e-governance, the usage patterns of duration (number of days services
were used) and depth (number of services used) of usage were analyzed. The data comprised 2.1
billion rows of anonymized service call log data of the entire Estonian e-governance ecosystem,
the X-Road, from 2003 to 2015. The results showed that e-governance diffusion was linear, not
sigmoid-shape, as literature suggests. In general, cumulative adoption rate grows faster and peak
adoption rate increases as user age decreases, and is higher among women. E-service usage
duration does not increase faster than usage depth. Usage depth and duration increased with age,
though not linearly, and were higher in women. This is the first study to use the behavioral data
logs of the entire population across more than 10 years to study technology diffusion on the
example of e-governance. The results complement the contemporary technology adoption and
diffusion theories, and this study could be of practical relevance to other nations implementing
their own e-services for governance.

1. Introduction

E-governance, or electronic government (e-government), is defined as government's use of web-based technologies and appli-
cations, or e-services, that enhance the access and delivery of governmental services and information to the government's citizens,
residents, business, governmental, and other relevant entities (Layne and Lee, 2001). E-governance and its services could empower
new forms of citizen-government interactions (Chadwick, 2016; Pardo et al., 2011). The 2016 World Bank World development Report
“Digital Dividends” highlights effective government service delivery as one of the key dividends when discussing the impact of digital
technologies on economy and society at large (World Bank Group, 2016). Yet, the number of services states offer online is in most
countries still limited (Chen, 2010), and these services typically include a few state's core business services such as e-customs,
financial and tax management, e-procurement systems, or e-voting (Vassil et al., 2016; World Bank Group, 2016).

As of now, still a very small number of states can claim to run a proper e-government, e.g., a government that renders most of its
services also online. Consequently, we also lack knowledge on how an e-government would actually diffuse among its population:

https://doi.org/10.1016/j.tele.2018.11.005
Received 24 August 2018; Received in revised form 12 November 2018; Accepted 13 November 2018

⁎ Corresponding author.
E-mail address: mihkel.solvak@ut.ee (M. Solvak).

Telematics and Informatics 36 (2019) 39–54

Available online 14 November 2018
0736-5853/ © 2018 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/BY/4.0/).

T

http://www.sciencedirect.com/science/journal/07365853
https://www.elsevier.com/locate/tele
https://doi.org/10.1016/j.tele.2018.11.005
https://doi.org/10.1016/j.tele.2018.11.005
mailto:mihkel.solvak@ut.ee
https://doi.org/10.1016/j.tele.2018.11.005
http://crossmark.crossref.org/dialog/?doi=10.1016/j.tele.2018.11.005&domain=pdf


who, at what speed, and following which patterns would actually choose to interact with the state by switching from analog to online
channels of communication? Having this information would allow for more effective strategy of maximizing the “digital dividends”
that online services are expected to bring.

Digital technologies, such as the Internet, computers, and smartphones seem to be adopted by the population of Earth in an
increasing rate. As of January 2018, the wordwide Internet penetration has passed the 50% mark; the proportion of people with a
mobile phone is even higher with more than five billion people in the world owning a device (We Are Social Inc, 2018). Therefore, it
may be logical to assume that, over time, the need for e-services from governments will be in higher need. However, to this day, there
are no studies that have used objectively measured population-level behavioral data of e-governance usage. Moreover, there seem to
be no literature on empirically described evolution of e-governance from the first days of implementation to fully-functional e-
ecosystem. In addition to providing insights into e-governance usage evolution, this kind of research could provide knowledge on
how e-governance usage conforms with (or parts from) contemporary technology adoption and diffusion theories and models.

The current paper will look at how e-government is being “picked up” by its citizens. More precisely, we will demonstrate
empirically the cumulative and peak adoption rates of e-government, defined as a large bundle of e-services, over a more than 10 year
period for the whole population of a country. We will also examine how the usage patterns of e-services, defined as duration and
depth of usage, have developed among the population over that time period, outlining different patterns according to user char-
acteristics. We do so by using a unique dataset on Estonia, a country with a highly developed e-government, from the period of
2003–2015 comprised of all individual e-service call logs with more than 2.1 billion rows of observations. The data consists of process
generated logs, e.g., parameters recorded for analysis when a person uses any e-service, and it covers all these individual usage
instances in Estonia between 2003 and 2015.

The next section gives a brief introduction to Estonian e-government, the theoretical backgroud of technology adoption, and the
data of the study. This is followed by a section on theoretical expectations, sections on empirical analysis, and discussion.

1.1. Estonian e-governance and the X-Road

The Estonian e-governance rests on four key infrastructural elements. First, an electronic identification system (eID) for citizens.
Two main solutions are currently most popular, one with a smart card (ID-card) that also doubles as a physical ID, and the other with
a SIM card (Mobile-ID), both support public key infrastructure. The eID can be used for two purposes: secure digital authentication
and digital signature. The second key ingredient is a data exchange layer called the X-Road, on which we elaborate more below. A
third element is a semantic asset repository system called RIHA, which acts as the e-service catalog/registry. And finally, the fourth
element is the state portal (www.eesti.ee), which is the citizen gateway to available online services.

Together, these four elements form a platform that enhances the efficiency and easy scalability of e-services built by both public
and private sector institutions. The state essentially guarantees the availability of a secure client identification system and in-
formation exchange platform, making e-service development cheaper for other actors.

The heart of the system and source for the data we use in this study is the X-Road, in essence, an organizational method of a
distributed data exchange system. It connects data registers (e.g. the Population Register, Health Insurance Register, etc) with service
providers over the web. X-Road establishes data exchange rules and communication security standards and monitors that users
adhere to these. Every “member” of the X-Road has to route their designated traffic through an adapter and security server and the
data exchange happens using encrypted communications over the internet directly between these members. Most services rendered
over the X-Road involve information exchange between data registers and service owners such as state institutions which provide
some of their customer services online.

This mechanism could be illustrated on the example of e-prescription. When a citizen goes to the doctor to get a prescription
medicine, the doctor enters the prescription information through a portal into a data registry run by the eHealth Foundation. The
patient then goes to the pharmacy, where upon authentication the dispensing chemist in the pharmacy checks that the given pre-
scription is assigned to that person in the prescription registry and enters the sales information. All these transactions take place over
the X-Road and are in essence encrypted transactions between service consumers (doctor, patient, pharmacy) and a data repository
(prescription registry) mediated by the service provider (eHealth Foundation) through a mini information system portal (MISP) for
human clients to enter and view data. A typical use case of an e-prescription from issuing until purchasing the medicine involves
slightly over a dozen service queries between service consumers and the prescription data repository. Although patients can still
request a paper prescription, the system is completely paper free. For instance, 99% of all issued prescriptions were e-prescriptions in
2015 (Estonian Health Insurance Fund, 2018). It has brought functionalities hitherto unavailable with paper-based prescriptions,
such as the possibility for patients to go online through the state portal and see their prescription portfolio with purchasing history
and even if any medical professional has looked at their data. Doctors, on the other hand, can view if their patients did, indeed,
purchase the prescribed medicine that, in turn, serves as a proxy measure for patients taking the drug, itself clearly relevant in-
formation during treatment. All these queries are being again processed over the X-Road.

All the described traffic is being logged by the X-Road Center administered by the State Information System Authority (www.ria.
ee). The Center itself does not exchange data between members, but monitors traffic, admits new members, provides trust services
and maintains the system. The given study uses the central log of the X-Road, which contains all service call queries processed over
the X-Road between 2003 and 2015; altogether, more than 2.1 billion log entries are analyzed. The service call logs contain the
service name, a timestamp, the service provider and the service consumer plus some less relevant technical information. If the service
consumer was a human, we also have a unique ID and the gender and date of birth of that person. It should be noted that these data
did not contain any additional, identifiable information about individuals, making it impossible to identify the users. In other words,
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for human-machine or human-human interactions over the X-Road we know what kind of interaction it was, when did it happen and
how old and what gender the service call initiator was.

Access to this central log data for research purposes is limited, strictly regulated and all requests are subject to the approval of the
Estonian Data Protection Inspectorate (see https://www.aki.ee/en for additional information). Data judged to contain sensitive
personal information with a potential to identify the person cannot by law be shared; however, it should be noted that gender and
date of birth per se are not considered sensitive personal information in Estonian legislation (Riigi Teataja, 2008).

The relevancy of this log information can hardly be understated. It represents behavioral information on an individual level for
the whole population given that 99% of prescriptions are digital (Estonian Health Insurance Fund, 2018), 95% tax declarations are
filed electronically (e-Estonia, 2017), and 30% of votes in elections are given remotely over the internet (Solvak and Vassil, 2016),
just to name a few more prominent e-service examples.1 Analyzing these behavioral data is clearly an advantage over other studies
that have investigated the diffusion and/or the impact of e-governance with other measures, e.g., surveys (Chen, 2010; Deng et al.,
2018; Szopiński and Staniewski, 2017). The logs give unprecedented detailed information on what client groups use online services,
when and with what speed did they start to consume e-services and how have usage patterns of services evolved over time. They
provide a complete snapshot of how an e-state has developed and service usage diffused among the population. We can observe when
individuals picked up certain e-services and what other services they consumed in conjunction. On the downside, the logs are simply
observations of service calls, we do not know anything else, like the motivation of the person, nor any other background and
contextual information that might drive the observed behavior. Yet, as mentioned, the data derived from the X-Road logs could
significantly help to understand how technology use, on the example of e-governance, evolves in a state's population.

1.2. Aims and hypotheses

This study is the first to provide a detailed descriptive overview of the evolution of a state's whole e-governance ecosystem. In
addition to providing insights into the dynamics of e-governance development, the goal of this study is, to some extent, also to
compare the empirical findings of technology adoption patterns with contemporary renowned technology adoption and diffusion
theories. We will use the two common elements of mentioned technology adoption and diffusion theories (see the Theory section),
the sequential nature and user expectations, to arrive at theoretical expectations regarding our factors of interest. These wider
commonalities in technology adoption theories hint also what to expect and what caveats to keep in mind when examining actual e-
services usage log files of a developed e-government.

We will first of all have to limit our ambitions. What precisely drives technology adoption by citizens or institutions is notoriously
hard to identify given that the phenomenon can be equally explained by very different factors (Granovetter, 1978). Subsequently, we
focus on two aspects of technology acceptance – the adoption rate and usage practices – and provide here a concise discussion on
what to expect of the data given prior theoretical and empirical knowledge of these general problems in technology studies.

The change in usage patterns starts to form over time as the acceptance stage is followed by a post-acceptance stage usually
distinguished by more intensive and effective usage of the given technology (Burton-Jones and Straub Jr, 2006; Li et al., 2013; Po-An
Hsieh and Wang, 2017; Sorgenfrei et al., 2014). The nature of continued usage might, of course, change over time, the original
motivation might be substituted by pure habit (Limayem and Cheung, 2007), in which case future usage becomes automated and
follows the same practices as the original motivated usage; then again, usage motivations and intentions might change over time
(Sorgenfrei et al., 2014; Venkatesh et al., 2011), which tends to bring about new usage practices (Bhattacherjee, 2001; Jasperson
et al., 2005).

Our aim is twofold. Firstly, to examine the adoption patterns and adoption speed of e-services delivered by the Estonian state, and,
secondly, to investigate the actual usage patterns of services and how they have evolved over time. In this study, we operationalize
adoption rates as the usage of any e-service by a person for the first time, and examine the cumulative nominal and relative rates of
these adoptions over time.

Both theoretical approaches mentioned in the Theory section (e.g., Bass, 1969; Rogers, 2003), therefore, indicate that we should
first see a latency period followed by rapid growth of adoption rate over time, with growth easing again as a possible saturation level
is reached. This leads to the first hypothesis.

H1: Cumulative adoption rate of e-services has a sigmoid shape with slow initial growth and increasing growth rate as time passes.
The theories also indicate that we should see different adoption rates according to sociodemographics, either driven by non-

random adoption thresholds in the population or the imitation mechanism in peer groups. This leads to the second and third hy-
pothesis.

H2: Cumulative adoption rate grows faster and peak adoption rate increases as user age decreases.
H3: Cumulative adoption rate grows faster and peak adoption rate is higher among males.
Our expectations regarding usage practices are the following. First, as the acceptance stage morphs into the post-acceptance stage

service, usage should go up along all dimensions, both in depth (measured as number of services used) and duration (measured as
number of days services were used).

1 All this means that Estonian e-services infrastructure has become critical for the state. Ensuring the defense of these from cyber threats is the
responsibility of the State Information System Authority. E.g., they have recorded a total of 3126 cyber incidents compromising service integrity,
confidentiality and availability in 2017 alone with 122 judged to be high priority incidents. The most common incidents involved either malware,
ransomware or phishing (Information System Authority, 2018).
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H4: Over time, usage duration and depth increase.
It is safe to assume that in the beginning e-service usage is limited and characterized by minimal complexity, services can be used

independently. As time passes and new functionalities and new services are added, complexity is increased and interdependent
services usage patterns develop. It is then likely that we will first see an increase in usage duration before in usage depth.

H5: E-service usage duration increases faster than usage depth. Empirically, this would mean that a limited number of services is
simply being used more often, but no new services are being taken up. Paradoxically, this would also indicate a habit formation as
some work related functionality is being fulfilled well by the given service and the user does not need to take up cross-usage.

With regard to the age and gender structure, we expect a negative association between depth and duration of e-service usage and
age, with older groups having lower values on both indicators.

H6: E-service usage depth and duration increases as user age decreases.
Finally, with regard to gender we should see males to be more active and persistent users of e-services given that women have

been shown to be more tech-averse (Ahuja and Thatcher, 2005).
H7: E-service usage depth and duration is lower for women.
We will test these hypotheses by graphically examining the usage logs over time and across age and gender. As mentioned, this is

the first study to investigate the shape of technology diffusion of e-government on the whole population level by looking at the
behavioral usage patterns. These results could have a significant implication to the fields of e-governance and technology adoption
studies by allowing to test the hypothesized evolution of technology diffusion in an e-government. Specifically, e-governance
adoption patterns on the example of Estonian e-ecosystem could be helpful for other states and nations who are implementing their
own e-governance. The findings of this study could serve as a large-scale (in terms of the amount but also the objectivity of data)
example of how some technology diffuses in a state's population. Other countries may find this information useful when developing
their on e-ecosystems.

2. Material and methods

2.1. Measurements

We described the log data extracted from the Estonian e-ecosystem in the section Estonian e-government and the X-Road above. The
data were shared with our research group only after obtaining a permission from the Estonian Data Protection Inspectorate.
Requesting the permit involved a detailed description of the dataset (including variable description). The Inspectorate concluded that
sharing this data (used in the current study) would not mean compromising sensitive personal information. Our measurement of
adoption is as follows: when a person's ID appears in the log of any e-service, it is recoded as usage of an e-service. The adoption rates
are computed separately for age groups and genders by counting the number of individual adoptions within that group in the given
year and comparing it with the reference number of the size of the given group in the whole population. The latter number is taken
from Statistics Estonia (www.stat.ee). The logs themselves are individual level observations and we could, theoretically, map the
adoptions along a time-scale of milliseconds, but we chose the year as our time unit due to the long time period under study.

As for duration and depth of usage we use two measures. The usage duration is expressed as the number of days in a given year the
person has used any e-service. The usage depth is expressed as the number of unique e-services the person has used at least once during
the given year. Similar measures of duration and usage intensity have been widely used and suggested in technology adoption studies
(Burton-Jones and Grange, 2012; Burton-Jones and Straub Jr, 2006; Iivari, 2005; Sorgenfrei et al., 2014). We use these measures
throughout the examined period, even though studies on post-acceptance stage have employed more complicated measures, such as
explorative usage and usage of additional system features in work processes (Jasperson et al., 2005; Po-An Hsieh and Wang, 2017;
Saeed and Abdinnour, 2013). As we only have service call logs and do not really know to what extent these services are being used in
the aforementioned ways, it is reasonable to assume that increase in usage complexity will also be reflected in increase in duration
and usage of a larger number of services. The duration and depth measures are computed for individuals and then aggregated to
group levels for each year.

2.2. Data analysis

We use descriptive methods for the data analysis. In other words, we provide the aggregated results for the e-services usage
operationalized in the previous section in graphical and/or tabular output. Similar appoaches have been used in analyzing the
behavior of internet voters in Estonia (Unt et al., 2017).

3. Theory

E-services themselves are consumable and there are no clear upper limits or saturation levels for usage. The classical account of
diffusion of innovations forwarded by (Rogers, 2003) sees new technology to be adopted by a heterogeneous population whose
acceptance threshold has a normal distribution with the cumulative adoption rate taking subsequently the familiar S-shape. The
actual adoption thresholds, though normally distributed in the population, are individually non-random with low threshold in first
adopters who are clearly different in terms of socio-demographics and attitudes from subsequent adopters, as demonstrated con-
sistently over time and in very different disciplines (Abrahamson, 1991; Bonus, 1973; Duesenberry, 1949; Fliegel, 1993; Greenhalgh
et al., 2004; Liebermann and Paroush, 1982; MacVaugh and Schiavone, 2010; Meade and Islam, 2006). A particularly persistent
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condition in early technology adoption tends to be younger age of first adopters (Czaja et al., 2006; Meyer, 2009; Morris and
Venkatesh, 2000).

An alternative theoretical approach sees adoption being driven by population dynamics with people having an inherent desire to
innovate and imitate others. Adoption is driven by a sum of the innate innovation probability and some function of previous adopters
(Bass, 1969). The larger the number of previous adopters, the larger the weight of imitation becomes, leading to a non-linear growth
in the form of an S-shaped cumulative adoption rate (Meade and Islam, 2006). It is more likely, however, that personal adoption is
not driven by the general population adoption rate as individuals are unlikely to have correct perceptions of it, but rather by local
influence in the form of share of users in the more immediate social environment (Granovetter, 1978).

With regard to expectations on usage patterns we have to turn to the technology acceptance literature. The list of theories
explaining acceptance is long and diverse – theory of reasoned action (TRA; Fishbein, 1979; Sheppard et al., 1988), Theory of Planned
Behavior (TPB; Ajzen, 1991), Technology Acceptance Model and its extended version (TAM; Davis, 1985; Venkatesh and Davis,
2000), Diffusion of Innovation theory (DoIT; Rogers, 2003), and Unified Theory of Acceptance and Use (UTAUT; Venkatesh et al.,
2003) – just to name a few (see also Sorgenfrei et al., 2014). Though differing in detail and the conceptual models of what drives
technology acceptance or rejection, on a meta-level they do share some substantive overarching elements.

One of these common elements is seeing the adoption or acceptance of technology to be happening in sequential stages. Although
the numbers and names of these vary in different theories, they can be divided into pre-acceptance, acceptance, and post-acceptance
stages (Hameed et al., 2012; Rogers, 2003; Sorgenfrei et al., 2014; Venkatesh et al., 2003; Venkatesh et al., 2011). Pre-acceptance
usually entails a mechanism of how actors come to an understanding about the need to innovate and change the work process
(Sorgenfrei et al., 2014), often driven by simple task overload (Ahuja and Thatcher, 2005). The perceived need drives information
seeking, followed by an evaluation of the potential benefits of the technology. The task related needs, technology characteristics and
personal characteristics conducive to technology acceptance all combine into creating a positive or negative environment leading to
the acceptance stage.

During the acceptance stage the technology is actually put to use or a decision to reject it is made. Studies of this stage usually
focus on beliefs related to the given technology, motivations driving usage and actual initial user experience (Sorgenfrei et al., 2014).
The acceptance stage is followed by post-acceptance, which entails more in-depth use of the technology and seeking to attain the
desired goals of the technological conversion (Sorgenfrei et al., 2014). It also involves the transformation of beliefs and motivations in
light of actual user experience. The pre-acceptance stage studies, however, use complicated conceptual models containing a large
number of indicators requiring specifically designed survey items and targeted data gathering on that phase (Hameed et al., 2012;
Sorgenfrei et al., 2014; Venkatesh et al., 2011). Such studies might suffer from endogeneity problems, as user experience clearly
influences reported intentions or expected benefits of the technology. In the current study, we cannot investigate the pre-acceptance
stage as we operate with process generated data in the form of usage logs.

For us the key lies in the acceptance and post-acceptance stage and what happens to usage patterns between these stages. The
acceptance phase means the technology is taken up and used for the first time. The post-acceptance phase entails either more
intensive, in depth usage or a rejection of the technology due to a non-fulfillment of initial motivations for usage (Burton-Jones and
Straub Jr, 2006; Li et al., 2013; Po-An Hsieh and Wang, 2017; Sorgenfrei et al., 2014), e.g. some function the technology was
supposed to serve (Lin et al., 2007) or simple belief or subjective norm about goodness of new technology (Eckhardt et al., 2009;
Wixom and Todd, 2005). If the technology is properly adopted, then the post-acceptance stage is frequently characterized by more in
depth and innovative usage (Bhattacherjee, 2001; Jasperson et al., 2005; Po-An Hsieh and Wang, 2017).

There is, however, also a contrary scenario. The nature of continued usage might change over time, but usage practices stay the
same. This has been observed when the original motivation is substituted by pure habit as the behavioral driver (Limayem and
Cheung, 2007), in which case future usage becomes automated and does not really differ over time. It might, therefore, simply be that
distinct groups use technology consistently over time and the usage practices shown by frequency, duration and intensity all stay the
same.

The second common element of the theories is assigning different user motivations, norms, beliefs, profiles and usage practices to
the aforementioned stages (Burton-Jones and Straub Jr, 2006; Li et al., 2013; Po-An Hsieh and Wang, 2017; Sorgenfrei et al., 2014).
Once the expectations meet actual user experience the goals for technology adoption might change leading to a re-evaluation of the
cost-benefit analysis of the adopted innovation. The same applies to usage practices, where initial use cases will be replaced by more
advanced practices as the adopted technology will change the work process and usually also entail some unexpected consequences on
top of the expected ones.

4. Results

4.1. The X-Road traffic

Figs. 1 and 2 give a brief overview of the nature and volume of traffic on the X-Road. Fig. 1 shows the growth of data repositories
connected to the X-Road. The largest part of these repositories are state-administered registers. It can also be seen how the number of
institutions that provide e-services and the actual number of unique e-services have grown over time. We see that the number of
unique e-services by the latest period (2015) stands above 2000, these include both human-usable services (such as the e-pre-
scription) and machine-to-machine services (such as automated document exchange and registry update services).

The yearly volume of traffic on the X-Road is shown on Fig. 2 which depicts the number of service call queries. The yearly traffic
in 2015 was between 400 and 500 million transactions, these include again both human- and machine-initiated service calls.
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Finally, Fig. 3 shows the increase in the number of unique daily users on the X-Road, separating workdays and the weekend. We
see that at the end of 2015 this number has reached roughly 25 000 unique daily users during the working week and 10 000 during
the weekend. Given that Estonia has a population of only 1.3 million, the 25 000 amounts to roughly 2% of the population using some
e-service on the X-Road on any given day as of 2015.

We present the findings using the calendar year as the aggregation unit, Table 1 lists the mean age with the standard deviation,
gender distribution and number of individuals using the X-Road for any e-service according to years.

The mean age, its standard deviation and the overall user numbers increase over the years, possibly indicating that the user
groups seem to have become more diverse. The gender balance fluctuates slightly, but is quite close to the general population

Fig. 1. Development of data repositories and members of X-Road and e-services rendered over X-Road.

Fig. 2. Development of e-service call queries on the X-Road.
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balance, where the male share over all age groups is around 46% for all those years.

4.2. Adoption rates

The cumulative adoption rate of e-governance by the population according to gender is shown in Fig. 4.
Two things stand out. First of all, there is hardly a gender difference: males and females seem to have adopted e-government

solutions at the same rate. Secondly, no sigmoid shape could be observed, the adoption rate grows linearly over the years and has
surpassed 50% as of 2015. There does not seem to be a latency period nor a clear change in adoption rate growth speed over the 13-
year-period we analyzed.

The overall linear growth of adoption can mask non-linear patterns when subgroups are examined. This is done in Figs. 5 and 6.
The former graph shows the cumulative adoption rate for age groups and the latter displays the peak adoption rate for all age levels in
each of the observed years separately.

We can observe from Fig. 5 that the cumulative adoption rate grows fastest and reaches the highest peak adoption rate in the
20–29 and 30–44 year old groups. Cumulative adoption is, hence, clearly age-related, but with a distinct pattern. This pattern is
shown more clearly when one looks at the peak adoption rates in Fig. 6. What stands out is a relatively small age group of roughly 18-
to 20-year-old people who have adopted e-services at a very high pace. All other age groups follow, but more slowly as shown by the
gradual lift in the right tail of the peak adoption rate age distributions over the years.
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Fig. 3. Development in daily unique user numbers on X-road over years.

Table 1
Mean age and gender distribution of X-Road users over time.

Year Age M (SD) Male % Female % N

2003 33.5 (10.6) 53.1 46.9 19,317
2004 31.8 (12.1) 46.1 53.9 76,252
2005 32.7 (12.5) 45.0 55.0 113,608
2006 33.5 (12.5) 41.4 58.6 187,950
2007 34.7 (12.9) 43.4 56.6 249,789
2008 35.2 (13.3) 44.2 55.8 308,650
2009 36.3 (13.9) 45.0 55.0 360,027
2010 37.9 (14.7) 46.5 53.5 377,665
2011 40.2 (15.9) 46.1 53.9 454,766
2012 39.4 (15.6) 46.6 53.4 398,130
2013 41.1 (15.9) 47.5 52.5 510,714
2014 42.8 (17.7) 47.0 53.0 665,365
2015 41.9 (16.6) 49.4 50.6 657,958
Total 4,380,191
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What also stands out is the association with gender. Women use e-services at a higher rate than men, but the usage is dependent
on specific age and time. In younger age groups, females have always used services at a higher rate as shown by Fig. 6; however, over
the years this changes, as in the oldest age group males have a higher peak adoption rate.

Finally, as stated above, the technology acceptance stage can result in adoption or rejection of the technology, so let us also
examine at what rate do adopters keep on using e-services over the years. This retention rate is shown in Fig. 7.

We can see that a majority who has used a service once stays on using services at an increasing rate as time passes. Again, a

Fig. 4. Adoption rate of e-services by gender (as % of the population of males or females).

Fig. 5. Adoption rate of e-services by age groups and gender (as % of the population of given aged males or females).
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surprising pattern emerges: the retention rate is persistently highest the earlier the person adopted a service.

4.3. E-service usage patterns

Turning to service usage patterns, let us first examine changes in the descriptive statistics of service usage depth and duration over

Fig. 6. Age specific peak adoption rate over time (as % of given age group in population in given year.

Fig. 7. Share of users who have kept on using e-services after first user experience depending on year first used.
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the years Table 2.
The distributions of both variables have a heavy positive skew, so we use the median rather than mean values for comparison. The

table shows that the median number of services used is between 1 and 8. The pattern over the years is noteworthy: the initial high
service usage is followed by lower usage values that then starts to gradually increase again. Furthermore, the maximum usage
number in a year has clearly increased over time and there are individuals who use more than 200 separate e-services a year. In any
case, it seems that the typical individual uses only a handful of unique services in any given year.

The number of days on which e-services were used by individuals seems to be quite stable. The medians show that, typically, e-
services were used on one to three days during a full year, suggesting that some services were used only on a daily basis. Fig. 8 shows

Table 2
Statistics of service usage by individuals and days of usage over the years.

Services Days

Year Mdn Min Max Mdn Min Max N

2003 6 1 63 1 1 200 19,137
2004 7 1 183 1 1 333 76,252
2005 7 1 209 1 1 325 113,608
2006 1 1 185 2 1 365 187,950
2007 6 1 220 2 1 365 249,789
2008 6 1 219 2 1 366 308,650
2009 5 1 259 2 1 364 360,027
2010 5 1 261 2 1 357 377,665
2011 5 1 224 2 1 350 454,766
2012 4 1 172 2 1 271 398,130
2013 5 1 201 2 1 301 510,714
2014 6 1 279 2 1 365 665,365
2015 8 1 261 3 1 334 657,958

Fig. 8. Densities of number of services used and days of e-service usage over time.
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the distributions of depth against duration over the years in more detail.
It is clearly observable how the high density area extends along the x-axis of service usage depth before increasing along the y-axis

of service usage duration.
Even though the medians in Table 2 do not seem to suggest that both usage duration and depth increase in time, the distributions

in Fig. 8 do show it with the centre of the high intensity area gradually extending towards the left and upwards as the years pass. Also,
the upper areas of the graph become more and more populated as time passes, meaning that people use e-services on more days of the
year than they did in the first years of the X-Road.

Service usage patterns for user groups are shown in Fig. 9. It displays the medians and upper and lower quartiles for the numbers
of services used according to age groups and gender over the years.

First, we see that three groups (17–19; 20–29; 30–44) have a higher median service usage over the years. As discussed earlier in
the paper, two of those groups (20–29; 30–44) were also found that to have the highest service adoption rates. These two groups also
display a marked increase in services used in the last three years we have data on. We also see that the groups with the highest usage
have upper quartile limits at relatively higher values compared to the median, so the high usage groups have also a larger share of
very heavy service users.

As for gender differences, some noteworthy observations could be made. Women used to use fewer e-services than men during the
first years, but this has turned around in almost all age groups except for the oldest. Comparable information on service usage
duration is shown in Fig. 10.

Here also the already highlighted age groups stand out as using services longer than other groups. It could be seen that the upper
quartile limit is further away from the median for age groups 17–19, 20–29 and 30–44, and it is especially well evident in the first
group. This means there are comparatively more high duration e-service users than in other groups and this is again more pronounced
for women.

5. Discussion

There were two major aims that this study sought to achieve. Firstly, to see what are the adoption patterns and at what rate and
speed does the uptake of e-governance happen on a population level. Secondly, how has e-service usage depth and duration evolved
over time. Estonia provides a unique testing ground for these research questions, given the high level of e-governance infrastructure,
a large number of usable e-services and sufficient time period to be able to see diffusion patterns. We examined this using a unique
dataset of service call logs on all individual level e-service usage instances over a 13 year period from 2003 to 2015, including around
2.1 billion rows of data.

Fig. 9. Service usage depth over the years for age and gender.
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5.1. Main findings

We posed several hypotheses to address the aims for the paper. According to our first hypothesis (H1), we expected that the
cumulative adoption rate of e-services has a sigmoid shape with slow initial growth and increasing growth rate as time passes. The
results of our study do not support this hypothesis, as no sigmoid shape could be observed. The adoption rate of e-services grows
linearly and has surpassed 50% as of 2015. It seems that no latency period nor a clear change in adoption rate growth speed over the
13-year-period could be observed. This is certainly surprising and unusual; if anything, linear models in scientific literature are seen
as poorly performing naive models given the nature of the diffusion process (Meade and Islam, 2006). Therefore, it could be that we
are still observing the almost linear growth period of a process that has to, by definition, be non-linear (i.e. be best described by some
exponential growth model), where the growth speed is bound to decrease as the possible saturation point approaches. The first
hypothesis is, therefore, clearly rejected with the currently observable data.

According to our second and third hypothesis, we expected that the cumulative adoption rate grows faster and peak adoption rate
increases as user age decreases (H2), and is higher among men (H3). The cumulative adoption rate grows fastest and reaches the
highest peak adoption rate in the 20–29 and 30–44 year old groups. Cumulative adoption is, clearly age-related, but with a distinct
pattern. We can conclude that the age hypothesis holds with qualifications, cumulative adoption rate is highest among age groups
that are most likely currently in higher education or active on the labour market and it starts to decrease for age groups closer to or
over the retirement age.

With regards to third hypothesis, it is actually women who seem to adopt the technology faster – this finding, again, is contrary to
what was expected in our hypothesis, and is certainly surprising. Though women use e-services at a higher rate than men, usage is
dependent on specific age and time. In addition, it could be that men in Estonia die, on average, at a younger age than women;
therefore, it could be an indication that a non-random subgroup of older men with a better socio-economic status might have a higher
likelihood of using digital services due to living longer.

We also expected that e-services usage duration (measured as number of days services were used) and depth (measured as number
of services used) increase over time (H4). The results indicate that there might be indeed a non-linear growing trend in both the
median number of services used and the median number of days these services are used per year. The potential explanation for this
finding could be that as as the technology acceptance stage morphs into the post-acceptance stage service, usage goes up both in
depth and duration. In addition, people use e-services on more days of the year than they did in the first years of the X-Road.

The vast majority of those who use an e-service once continue to use more services over time. Interestingly, the retention rate is
persistently highest the earlier the person adopted a service. We can only speculate that this is due to early users being atypically
tech-savvy and interested in new technology as demonstrated by technology diffusion studies (Czaja et al., 2006; Meyer, 2009; Morris
and Venkatesh, 2000). It could be that as the acceptance stage morphs into the post-acceptance stage service, usage goes up along all
dimensions, both in depth (measured as number of services used) and duration (measured as number of days services were used). The

Fig. 10. Service usage duration over the years for age and gender.
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results demonstrate that this could be indeed the case, and that technology rejection after initial usage is relatively rare.
According to the fifth hypothesis, we expected that e-service usage duration increases faster than usage depth (H5), as it is more

likely that individuals use the few more familiar services more heavily before adopting new e-services. In the beginning, e-service
usage is limited and characterized by minimal complexity, services can be used independently. As time passes and new functionalities
and new services are added, complexity is increased and interdependent services usage patterns develop. It is then likely that we will
first see an increase in usage duration before in usage depth. We expected this to manifest so that a limited number of services is
simply being used more often, but no new services are being taken up. However, the results suggest that this expectation might be
wrong, and that this hypothesis is not supported by the data.

In the sixth hypothesis we expected the usage depth and duration increase as user age decreases (H6). We found that service usage
duration is highest between 17 and 44 years after which it decreases. Three youngest age group (from 17 to 44) have a higher median
service usage over the years. It is interesting, as users aged 20–44 could also be described as the highest service adopters. We also see
that the groups with the highest usage have upper quartile limits at relatively higher values compared to the median, so the high
usage groups have also a larger share of very heavy service users. Though the pattern does not seem to be linear, it does provide some
support for the hypothesis.

In our final hypothesis, we expected that the e-service usage depth and duration are lower in women (H7). Although literature has
shown males to be more active and persistent users of e-services given that women have been shown to be more tech-averse (Ahuja
and Thatcher, 2005), our results indicate to the contrary: women used to use fewer e-services than men during the first years, but this
has turned around in almost all age groups except for the oldest. The seventh hypothesis can, however, be firmly rejected, as women
are overwhelmingly more durable service users, especially when comparing groups with well above average service usage duration.

5.2. The adoption and diffusion of e-governance

The results showed that e-governance adoption rate grows in a linear manner for the whole population and peak adoption rate is
very high. However, once adoption happens, growth in usage depth and duration is limited. Cumulative adoption, peak adoption rate
and usage depth and duration all differ in age and gender.

These findings proved to be both expected and unexpected. The diffusion of e-service usage as service adoption showed an
unexpectedly persistent linear growth with peak adoption rate standing now above 50% of the population. This is highly unusual as
prior experience and widely confirmed diffusion models are almost all non-linear in nature. Though the cumulative adoption rate will
have to slow in its growth rate as the 100% ceiling starts to appear, and some exponential decrease in growth is bound to occur, this
still has not happened over a 13 year long period.

What to make of this? First of all, these findings indicate that the population in general does not face strong hurdles in uptake.
Becoming an e-state has been a stated government goal for well over a decade and state institutions have been strongly incentivized
to offer more and more of their services online. At the same time, both public institutions and private companies have encouraged the
population to use e-services mainly to cut their own business costs. Especially the banking sector has been instrumental in making eID
usage widespread through encouraging its clients to use more secure identifications systems than simple passwords or code cards. A
large number of online services plus a positive image of an innovative e-state does, therefore, encourage persistent linear diffusion
growth. Given the highly unusual and theoretically unexpected linear growth pattern, the generalizability of the findings to other
contexts ought to be treated with caution.

What clearly fits prior expectations is the differentiation in diffusion rates and patterns according to age. Individuals in age groups
typical for higher education attainers or working people take e-services up quicker than other age groups and they are also more
active users in terms of usage duration and depth. We point out, however, that even with the very large number of online services
individuals still typically use a somewhat limited number of these.

It seems that making a large number of services available per se does not encourage more active usage. Instead, people choose a
limited number of services that are probably the most convenient and critical, but do not use e-services solely because they are
offered online. Then again, the usage is entrenched, rejection of the technology is rare and once a service is used, the individual is
very likely to keep on using it, as the data implies to the increased share of repeated usage over time.

As for the well-accounted gender difference in technology usage, we saw this to be typical in the initial stages, with males scoring
higher in e-service depth and duration, but the roles are changed after a certain period and women become clearly more active
service users. There is a gender gap that is the opposite as prior literature on technology adoption has described (Ahuja and Thatcher,
2005) both in the acceptance and post-acceptance stage.

The current study demonstrates that wide diffusion of e-services usage is possible once critical infrastructure is in place that
allows to efficiently scale service development and provision, and offering many services is an essential premise. This might seem like
a truism, as it was written in the World Bank report cited in the introduction, making only select state's core business services digital
in itself is not enough to encourage the very heterogeneous population to take up usage and bring larger benefits. Diverse service
supply is key for diffusion among a diverse population with diverse service demand.

5.3. Contribution and limitations

This study contributes to the body of literature primarily by including objectively measured behavioral data in the domain of
technology adoption. Research on technology adoption has previously mainly relied on survey data (Chen, 2010; Deng et al., 2018;
Szopiński and Staniewski, 2017), and could be less valid reliable and valid than actual observed behavior. In addition, contemporary
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digitalization paves the road for higher e-governance, and other states could benefit from these results while developing their own e-
ecosystem. It could be reasonably assumed that the penetration of digital technologies across the world is still increasing, and the
demand for governmental e-services will likely also rise. This study provides some insight how an e-ecosystem of a state could
develop. It may be that the evolution of adoption and diffusion of e-governance might not necessarily follow theoretically well-
established patterns. Group differences in e-service usage will likely occur. In addition to these notions, both the Estonian government
but also other states' governments may find these group differences interesting and practical, as we provide strong empirical evidence
that within some population groups there may be a higher need for promotional campaigns regarding e-service usage, if the goal is to
increase e-service penetration. Of more theoretical contributions, the results of this study demonstrated that, on the example of
Estonia, the diffusion of e-governance might not follow the sigmoid shape commonly associate with technology diffusion (Bass, 1969;
Rogers, 2003), and that though age had an expected relationship with technology adoption, gender did not. As mentioned earlier,
these findings carry potential practical implications, too. Finally, we demonstrated how seemingly non-meaning log data could be
used to studies complex, macro-level systems, such as the adoption of technology on the example of Estonian e-governance.

There are also some limitations that ought to be acknowledged. Firstly, it could be that e-governance diffusion takes more time
than we have data on, and the linear trend of e-services adoption could transform. This limitation could probably be overcome by
only allowing to add more data that coud be collected over time. Secondly, we only used the log data for our study aims. Though we
found several patterns of technology adoption, we do not know the qualitative reasons for these behaviors. There is no clear in-
dication to people's motivation for why they started using e-services. In addition, the profile of high e-services users would help to
understand the diffusion more if there was information on in which contexts are these e-services used. Is it because the work of some
particular individual entails using the e-environment more? Are some services 100% electronic and are, therefore, forced to be used?
Though these questions are out of the scope of the current study, they should still be investigated in future research. One way would
be to continue the use of traditional survey methods to address these limitations.

6. Conclusions

The aim of this study was to examine how the diffusion of e-services takes place on a population level in Estonia in the period of
2003–2015. We used the e-services usage logs from the whole population across that time period, including approximately 2.1 billion
rows of data. We found that, contrary to several technology adoption theories, the diffusion of e-governance is rather linear, not
sigmoid-shape. In addition, we found that age is positively related to technology diffusion, and – once again, contradicting literature –
women tend to be faster adopters of technology than men. These findings add to the body of literature on technology diffusion, and
could be helpful in development of e-governance.
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